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ABSTRACT
A human’s heart beating can be sensed by sensors and displayed for
others to see, hear, feel, and potentially “resonate” with. Previous
work in studying interaction designs with physiological data, such
as a heart’s pulse rate, have argued that feeding it back to the users
may, for example support users’ mindfulness and self-awareness
during various everyday activities and ultimately support their
health and wellbeing. Inspired by Somaesthetics as a discipline, we
designed and explored multimodal displays, which enable experi-
encing heart beats as natural stimuli from oneself and others in
social proximity. In this paper, we report on the design process
of our design PiHearts and present qualitative results of a field
study with 30 pairs of participants. Participants were asked to use
PiHearts during watching short movies together and report their
perceived experience in three different display conditions while
watching movies. We found, for example that participants reported
significant effects in experiencing sensory immersion when they
received their own heart beats as stimuli compared to the condition
without any heart beat display, and that feeling their partner’s heart
beats resulted in significant effects on social experience. We refer
to resonance theory to motivate and discuss the results, highlight-
ing the potential of how digitalization of heart beats as rhythmic
natural stimuli may provide resonance in a modern society facing
social acceleration.
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1 INTRODUCTION
A healthy human body is arguably an intelligent, self-regulating,
and self-maintaining organism, which requires little explicit atten-
tion to function and enable joyful everyday experiences. However,
as a consequence of unhealthy behavior, stress, age, injuries and
illnesses of various sorts, etc. our bodies will need attention to
ensure quality of life. We believe that technology may assist users
in both ubiquitously observing their bodily behavior and enabling
healthy interactive experiences.

Since digitalization is in the process of transforming the health
domain, it is not surprising that the body of related work is increas-
ing rapidly in terms of the diversity of explored applications, user
experiences, technologies, modalities and interaction designs. For
example, Dang et al. [7] have recently proposed to use an affective
mirror in a smarthome setting to feed back a machine interpretation
of a user’s expressed emotion in addition to mirroring their physical
image. They argue, for example, that feeding back to users how
their affective states could be interpreted by the “outside world”,
allows users to become aware of their emotional expressions and
potentially optimize their self-presentation. To date, a multitude
of data display technologies and techniques have been studied to
inform and enlighten users about their own behavioral patterns and
physiological and mental states, including tangible displays to feed
back heart beats or breathing patterns to users through animating
physical artifacts. For example, Aslan et al. [1] have argued that a
breathing plush toy or a beating artificial physical heart provide
more natural and direct mappings of real heart beats and breathing
movements than screen-based solutions. A part of their exploration
was an inquiry with experts in mindfulness based stress reduction
(MBSR) therapy [22]. Those experts suggested that the main benefit
of utilizing mobile and multimodal displays could be in addressing
the growing diversity in users and in application contexts (e.g.,
children in schools or inmates in prisons), enabling different user
groups access to mindfulness practices and its benefits, such as
enhanced wellbeing [31] or stress reduction [35].

Mobile technology, such as wellbeing apps on smartphones have
been gaining popularity. They are aiming to provide on the go
health effects similar to effects provided by traditionally analog
mindfulness practices, which have only been available to a group
of dedicated and skilled individuals who often practice in environ-
ments and spaces specifically designed for meditation and mind-
fulness training. Indeed, the surrounding world has an influence
on users’ experiences and their cognitive processes. For example,
Hansen et al.[9] provide a detailed survey of beneficial therapeutic
effects of “Shinrin-yoku” (forest bathing), which is based on the
idea of exposing people to natural stimuli.
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Hartmut Rosa [34] who has recently introduced “resonance the-
ory” to explain our relationships to the world argues that a modern
“accelerating” world (e.g., a world in which we meet more and more
people and own things for shorter times) increasingly fosters expe-
riences of alienation and that people strive towards (experiences of)
resonance. He further explains that the increase of interest in yoga,
wellbeing and mindfulness application, etc. could be interpreted
as signs of social acceleration and people looking for resonance.
Arguably, experiences of resonance can be achieved by assisting
users in strengthening their relationships to their environment,
other people, and themselves. We believe that an artificial physical
heart that looks like and beats like a real heart has the potential to
enable such resonating experiences by either feeding back users
their own heartbeat or feeding them back a person’s heartbeat to
whom they relate to. This assumption is based on the fact that a
heart beat as a natural stimuli is something that accompanies our
living bodies throughout our existence potentially starting with
experiencing and synchronizing with our mothers heart before we
are born and carrying our heartbeats throughout our life times
and sharing it with friends, family members and partners through
hugs, touches, etc. Our hearts move and enable movement and as
Sheets-Johnestone puts in in her book on the primacy of movement
are a sign of life. “We come into the world already moving. We are
indeed either movement-born or still-born” ([36], p22).

In this paper, we present PiHearts, a handheld design that aims
to augment everyday experience by utilizing a multimodal feedback
style. PiHearts enable two feedback conditions. It can feedback ones
own heart beat as a “natural” stimuli or it can feed back an other
person’s (e.g., a partner’s) heart beat as a “natural” stimuli during a
mundane everyday activity, such as watching a movie together.

1.1 Related Work
The research on user experiences with tangible and embodied in-
terfaces that incorporate heart rate can be assigned to one or more
of the categories games, art, awareness, and shared or remotely
shared experiences. In the following, we briefly discuss an overview
of the works most relevant to our paper.

In terms of tangible games, the heart rate is mostly used straight-
forwardly within the interface, for example to inform a player about
their nervousness as demonstrated by Dang et al. in “Surface-Poker”
[6], or to adjust or influence game parameters based on the heart
rate [18]. For virtual reality games Harley et al. [10] employed tan-
gible objects in order to improve tactile sensations and experiences
beyond those of a classical VR hand-held controller. In one of the
tangible objects, i.e., a hollow raccoon toy, the heartbeat was cre-
ated by an embedded vibration motor. Magielse et al. [29] included
the heart rate in an outdoor pervasive game in which the tangible
game controllers created beep sounds resembling opponent’s heart
rate as soon as an opponent player comes in proximity.

Considering the art-context, tangible objects make use of heart
rate as biofeedback to create physical experiences. For example,
Loke et al. [27] employed the Bodyweather performance methodology
and realized a live-art installation in which a participant’s breathing
and heart rate was mediated through sonification in order to experi-
ence those together with an awareness of “self, body and the world”.
Another artistic experience was presented by Nunez-Pacheco et

al. [30], who investigated “technology-mediated self-reflection on
the body”. Their installation called “Eloquent Robes” makes use of
an individual’s heart rate to project abstract representations of the
measured heart rate on a garment. Through their installation, they
found that users who intentionally tried to modify their heart rate
had a stronger feeling of self-attachment towards the experience
than those just observing with no bodily intervention.

The most relevant category of related. work focuses on shared
and/or remote experiences based on the heart rate of individuals.
For example, Walmink et al. [40] studied heart rate displays in a
social context in which they displayed the heart rate of a bike rider
on the back of cycling helmets. By this means, a group of bike riders
have knowledge of the heart rate of others in the group which in
turn enables a shared experience and supports engagement within
the cycling activity. Werner et al. [42] built a system comprised of
two rings capable of measuring the heart rate and sending the data
to another corresponding ring. Both rings called “united-pulse” ad-
dresses couples who live at a distance and realize a remotely shared
experience of the heart rate and creates an “artificial corporeality”
between the couple wearing the rings. They found that minimal
tangible output was sufficient to realize a sensual experience.

Another type of shared experience was demonstrated by Hoinkis
et al. with “Herzfassen” [12]. They utilized a metal bowl filled with
water to mediate the heart rate with artificially created waves on the
water surface. They build a bass shaker into the bottom of the metal
bowl which physically produced the different waves on the water
surface. The authors noticed that people around an installation
tend to play and create a “chain of arms” between the bowl handles
creating a ’common’ heartbeat as part of the shared experience.

The “Heart Sounds Bench” of Howell et al. [17] addresses the
smart city context and aims to “invite rest, reflection, and recognition
of others’ lives in public space” which they describe as life-affirmation.
They integrated a system that records heart sounds through two
stethoscopes and speakers to play heart sounds into a red bench.
Thereby, people are able to share their heart sounds with others
sitting on the bench as well as getting aware of people previously
sitting on the bench through their shared heart sounds. Here, the
shared experience helps recognizing others’ lives, feeling connected,
and embracing difference with opacity.

Slovak et al. [38] addressed shared experiences with heart rate
measures through a study in which they investigated how people
understand their own heart rate and the heart rate of remote users
within a so called physio-social space. They found two distinct
categories of effects, that is the heart rate as information and the
heart rate as a connection between users. Their work and their im-
plications strongly encourage the use of heart rate communication
to support social connectedness or other kinds of social interaction.
Others have addressed how biosignal information can facilitate
empathy and social awareness [11, 16, 25], including a sense of
intimacy and connection [21, 24]. However, recently Liu et al. [26]
argued that these related research often conflates the presence of
information with their visual presentation. They demonstrated that
presentation modality also matters; i.e., that visualization of heart
rate has significant effect over textual presentation of biosignal
information on interpersonal closeness with a stigmatized group
member.
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While the works discussed so far addresses shared experiences
with heart rate interfaces in different social contexts, they explored
only non-tangible sensations as heart rate feedback, e.g., visual
[12, 38, 40, 42] or auditory [17]. In contrast to existing works, we
include and focus on real-time tactile sensations created through
the heart rate measures and compare the effects of receiving once
own heart beats to receiving a partner’s heart beats as stimuli.

2 PiHearts
We replicated and improved the design presented by Aslan et al.
[1], including the application of a design process similar to what
has been proposed by Loke and Robertson [28] and as in general
proposed in design research (e.g., [43]). Ultimately, the process of
exploring different techniques, materials, and forms, by building
tangible heart displays helped us establish an expertise for this type
of displays. Because we utilized a Raspberry Pi for the final tangible
heart displays, we refer to them in the following as PiHearts.

Figure 1: Improving the realism of the shape of the tangible
heart design

2.0.1 Materiality and Form of a PiHeart. To form the heart dis-
play cover with silicon we replicated a method, which is often used
to produce chocolate figures. First, we printed a realistic shaped
heart (see Figure 1) and used its shape as template to produce a
realistic looking and flexible silicon cover for the PiHearts (see Fig-
ure 1). One of the reasons why we went back to silicon from latex
was a strong odor of latex, which was unpleasant. Ultimately, we
used a pouring technique to put the silicon inside the heart shape,
which allowed us to create a heart cover that was flexible, and was
shaped like a real heart including the veins on its surface. We had
to be careful to choose a very flexible silicon type, which would
stay flexible over time. We chose to use a non-skin color for the
silicon, which we believe made the PiHearts appear more aesthetic
and playful, and less medical and clinical.

2.1 Hardware
We crafted two prototypes, whereby a PiHeart prototype consists
of two components: a mobile main unit and an output unit. The
main unit contains a Raspberry Pi Zero W, all required sensors,
and the power supply for all components. The output unit includes
an Arduino micro-controller that controls two RGB-LEDs and a
servomotor. Both units are connected with each other by a plug con-
nection. Figure 3 outlines the connections between all components
of the prototype. Figure 5 shows on the left side a pair of a main
unit and an output unit together with their 3D-printed housings
and the servomotor enclosed in the silicone heart. The main unit
and the heart rate sensor can be attached to an arm, respectively

Figure 2: Process of making the PiHeart silicone cover.

Figure 3: Device connections of the two pairs of main and
output units.

finger tip, by means of Velcro strips. Figure 4 allows a view of the
electronics of the main and output unit.

Main unit. The main unit contains a LiPo rechargeable battery
with a capacity of 2 Ah connected to anAdafruit PowerBoost 1000C1

circuit. This circuit contains a TPS61090 boost converter and is able
to charge the battery via USB while in use. The circuit delivers a
voltage of 5 V with a maximum current of 2 A. The power supply to
the main unit can be switched on and off with a switch. The theo-
retical maximum current consumption of the main and output unit
(1A) allows in our configuration with the capacity of the integrated
LiPo battery a runtime of 2 hours.

All other components are connected to the Raspberry Pi Zero
W and are partially powered by its 3.3 V voltage regulator. The
Raspberry Pi collects all sensor data and controls all other devices.

One of the two main units includes additional sensors that are
included for future research. Both main units include a DS3231
real time clock (RTC) and a MAXREFDES1172 circuit with an op-
tical MAX30102 heart rate sensor. We attached a Velcro strip to
the sensor breakout board and protected its circuits with a silicon

1https://learn.adafruit.com/adafruit-powerboost-1000c-load-share-usb-charge-boost/
overview (accessed July 10, 2019)
2https://www.maximintegrated.com/en/design/reference-design-center/
system-board/6300.html (accessed July 10, 2019)

https://learn.adafruit.com/adafruit-powerboost-1000c-load-share-usb-charge-boost/overview
https://learn.adafruit.com/adafruit-powerboost-1000c-load-share-usb-charge-boost/overview
https://www.maximintegrated.com/en/design/reference-design-center/system-board/6300.html
https://www.maximintegrated.com/en/design/reference-design-center/system-board/6300.html
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Figure 4: On the left several views of the partly disassembled main unit are visible. The heart rate sensor didn’t include the
circuit protection and Velcro strip yet. On the right the electronics of the output unit are shown.

Figure 5: One complete PiHeart prototype including both
units enclosed in 3d printed cases and the servomotor inside
the silicon heart is shown on the left. On the right the heart
rate sensor with Velcro and silicon protection is visible in
detail.

plate with a hole for the optical sensor part. The Velcro strip was
responsible to fix the sensor with the finger tip. Figure 5 (rightmost
item) depicts the sensor in detail.

Output unit. The output unit can optionally be connected with
a JST plug connection to the main unit. It is possible to connect
several other sensor or actuator devices that can communicate with
the main unit via the I2C interface. In this case the output unit
consists of an Arduino Mini Pro with a clock of 8Mhz powered
by the 3.3 V voltage, an SG90 servomotor and two APA-102 RGB-
LEDs which are connected to the Arduino via a levelshifter. One
of the two output units does not provide the two RGB-LEDs. The
Arduino acts as I2C slave which receives and executes external
commands, in this case from the Raspberry Pi. The servomotor is
directly connected to the 5V voltage since it draws more power.
The required PWM signal can be provided with a voltage of 3.3 V
by the Arduino. For the RGB-LEDs which are also driven with

5V the 3.3 V signals of the Arduino can cause problems so that a
levelshifter is used.

2.2 Software
An overview of the communication between the software compo-
nents is sketched in Figure 6. In the following, we describe the
software of each of the devices.

Figure 6: The communication between the devices and the
programs.

Arduino. For the Arduino, we developed a firmware that allows
to use it as I2C slave via the I2C bus of the Raspberry. Two libraries
for the control of the servomotor and RGB LEDs are used. Only one
command is implemented which can be sent from the Raspberry.
Whenever it is received by the Arduino, a heart beat is conducted.
In this case, the axis of the servomotor is set from position zero to
180 and back again while running at full speed.

Raspberry Pi.
On the Raspberry, Raspbian Linuxwas running. It was configured

to automatically connect to a specific WiFi-network. Two scripts
were developed in Python 3 and communicate with other programs
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on the network via MQTT protocol. On each Raspberry, a local
instance of the MQTT broker mosquitto is running. The first script
controls the output unit by sending at a specific interval (heart rate)
the command to conduct a heart beat to the Arduino via I2C. The
heart rate is controlled via MQTT messages. The second script is
more complex. It acquires and calculates the current heart rate of a
user from the BVP (blood volume pulse) signal in real time.

After the acquisition of the BVP data, the heart rate has to be
calculated with the relatively slow single core Raspberry Pi Zero W.
In general there are two possibilities. It is possible to calculate the
time differences between two peaks which have to be found or a
FFT is conducted where the frequency with the highest magnitude
is the heart rate.

We used the FFT approach which required less CPU performance.
The MAX30102 was set to provide BVP data at a sample rate of
100Hz. The window size of the STFT was set to 30 seconds (3000
samples) with an overlap of 75 % (2250 samples) to be able to calcu-
late the heart rate every 7.5 seconds. The samples of a window were
normalized by their maximum value before applying the FFT. It pro-
vides a frequency resolution of 0.033Hz which are about 2.0 bpm.
For the calculation of the heart rate just frequencies in the range of
40 to 300 bpm were considered so that some (movement) artifacts
are filtered out. From this range the frequency with the highest
absolute value of the real part of the complex numbers is output
and provided as MQTTmessage. The raw BVP signal is additionally
sent. The results of this algorithm showed comparable values to a
consumer blood pressure meter so that it provided a high enough
accuracy for our purposes while providing an easy sensor setup.

Laptop. A software written in C# was running on aWindows lap-
top that controls both PiHeart prototypes, records data and shows
the movies. In an SQLite database following data is stored with
timestamps: heart rate, the shown movie title, the modality and the
raw BVP data. The timestamps created by the laptop software are
used for data synchronization as the latencies from data transmis-
sion andWifi connection are usually not very high. In the beginning
of each study session the software starts on both Raspberry Pis via
SSH connection the two required scripts. The software connects to
both MQTT brokers on the Raspberry Pis so that it can communi-
cate with both of them. Since no central MQTT broker is used the
laptop can easily be replaced with another device without having
to adapt the scripts on the Raspberries. Sending data via network
broadcasts was not reliable as some Wifi routers block them.

3 FIELD STUDY
To research how the usage of the PiHearts would influence users’
experiences in an everyday social setting we decided to conduct
a field study with pairs of participants. Since watching movies
is a paradigmatic shared everyday experience, we decided to ask
the pairs of participants to watch movies together while using the
PiHearts.

We were specifically interested in exploring how the heart dis-
plays could potentially change participants’ experience by either
displaying their heart beats to themselves or to their “co-viewers”.
Thus, the field study aimed at exploring the following research
question: How do the usage of PiHearts potentially change users’
experience during a shared movie watching activity when the heart

Figure 7: Participants and setup of the field study.

displays feed back (i) users’ own heart beats and (ii) when they feed
back their “co-viewers” heart beats?

Our expectations and believes prior to the studywere focussed on
experiences associated with how they related to their surrounding
world (e.g., immersion and empathy). We believed that by feeding
back users their own heart beats with the PiHearts we might be able
to strengthen their “relationship to their bodies”, and thus, increase
their mindfulness (e.g., ability to immerse in the moment). We as-
sumed feeding back users their “co-viewers”’ heart beats might in
addition increase social awareness (e.g., empathy). Ultimately, we
hoped that the PiHearts would in both conditions improve partici-
pants’ experiences and potentially foster experiences of resonance
(e.g., “become one with the environment” through immersion and
empathy) and not the opposite (i.e., alienation).

3.1 Participants and Apparatus
We recruited 60 participants (30f, 30m) from our own circle of ac-
quaintances for the field study of which 24 reported to be couples in
a (romantic) relationship, 4 reported to be friends, and 2 reported to
be family members (i.e., sisters or brothers). Participants’ ages were
divers with, for example 14 participants reporting to be between
45 and 65, and 17 between 18 and 24. The PiHearts, including the
laptop, which we described in the previous section were utilized
for the field study. Considering the selection movies, we chose the
three movies “big bunny”, “overwatch”, and “for the birds”. Consid-
ering the choice of movies, we went through multiple rounds of
discussions. We aimed to choose very similar movies with similar
ratings on sites, such as www.imdb.com. We tried to choose movies,
that are emotional but international. We ended up choosing the
animation movies with no language and sound effects only. Over-
all, our main interest was in how the heart display usage modality
would influence users’ experiences, which we controlled by counter
balancing the order of modalities and choosing similar movies. Nev-
ertheless, fellow researchers should be aware that the absolute UX
ratings we report in results are influenced by the choice of movies.
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3.2 Procedure
First we conducted a pilot study with two (separate) participants
to make sure that our study setup had no major flaws. Afterwards
we conducted the study with the 30 pairs of participants within
four subsequent weeks. Figure 7 depicts exemplary participants and
contexts of the field study. There were three conditions which we
studied. The study was a within-subject study. Consequently, we
collected data using a user experience questionnaire from each pair
of subject for each condition. Conditions were watching a movie
without any heart beat feedback, watching a movie while holding
PiHeart in their hands while PiHeart displayed each participant’s
own heart beat, and watching a movie while holding PiHeart in
their hands and PiHeart displayed their partners heart beats. The
order of the conditions was counter balanced while the order of
the movies was fix. For the field study we decided to choose the
three different movies and not one, since we were interested in user
experiences, and clearly, watching the same movie a second or third
time would strongly influence participants’ experience. At the end
of the study we conducted a semi-structured asking questions such
as “Please describe the feeling of holding your own heart beats”
and “Please describe the feeling of holding the heart beats of the
person beside you”.

In order to measure relevant user experiences we decided to
utilize the game experience questionnaire [19] because this ques-
tionnaire measures constructs, such as “Sensory and Imaginative
Immersion”, “Positive Affect”, “Negative Affect”, “Flow” , which are
all relevant in terms of how someone experiences the surrounding
world. Moreover, the game experience questionnaire has a social
presence module, which measures “Negative Feelings”, “Empathy”,
and “Behavioral Involvement” with all being relevant to a social
setting and potentially the notion of social resonance. The game
experience questionnaire was applied after each movie. The analy-
sis of the responses to the open ended questions which were asked
at the end (i.e., after participants had watched each movie and re-
ported filled out the user experience questionnaire) was performed
by a thematic analysis [5] in which we identified topics/themes
relevant to our research question and sorted the topics/themes in
participants’ answers by frequency.

3.3 Results
Figure 8 and 9 present the results of the UX questionnaire. Figure
8 depicts participants’ ratings considering their “in-movie” expe-
rience and the Figure 9 depicts participants’ feelings considering
social presence.

Table 1 presents results of a repeated measurement ANOVA
and in case of a significant result consequent post-hoc pairwise
comparisons (with Bonferroni corrections) for each measured UX
construct. We found a main effect of modality on “Sensory and
Imaginative Immersion”. Pairwise comparisons show that there is
a significant difference between the modalities “WithOwnHeart”
and “WithoutHeart”, meaning that participant felt significantly
higher levels of immersion when they held the PiHeart with their
own heart beats being displayed compared to the condition when
they didn’t have a PiHeart in their hands. Considering the social
presence module, we found a main effect on all three constructs
(i.e, “Empathy”, “Behavioral Involvement”, and “Negative Feelings”)

Figure 8: Results of the UX questionnaire

Figure 9: Results of the social presence module

with post-hoc pairwise comparisons showing that there are signifi-
cant differences between the condition when participants used the
PiHeart with the neighbors’/partners’ heart beats being displayed
compared to the other two conditions. When participants watched
the movies while holding their neighbors’/partners’ heartbeats in
their hands, they felt significantly higher levels of social presence.

3.4 Analysis of the semistructured interviews
In the semi-structured interviews, which we conducted at the end
of each study session we asked participants a couple of additional
questions including the open ended questions of what they liked
best and what they liked least. Most participants (#17) stated that
they liked best the fact that they could feel the heart beats and
that the heart rate was not presented in numbers/letters. Followed
by 14 participants stating “feeling the other person’s heart beat”.
Three participants explicitly mentioned “increase of self-awareness
considering their heart rate”.

When we asked participants about what they liked least, most
of the participants mentioned one of the movies. Two participants
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Dependent variable F-value p-value Post hoc pairwise comparisons (Bonferroni)
Positive Affect F=1.40 p=0.25
Negative Affect F=1.69 p=.19
Sensory Immersion F=4.78 p=.01 * W-N (p=.32); O-N (p=.63); O-W (p=.003)
Flow F=2.06 p=.13
Empathy F=8.55 p<.001 *** W-N (p<.001 ***); O-N (p=.02 *); O-W (p=.92)
Behavioral Involvement F=16.71 p<.001 *** W-N (p<.001 ***); O-N (p=.0015 **); O-W (p=.29)
Negative Feelings F=7.53 p<.001 *** W-N (p<.001 ***); O-N (p=.03 *); O-W (p=.96)

Table 1: Overviewof the statistical tests over all participants, including the overall effect ofmodality onmeasures for experience
and social presence; and pairwise comparison based on post hoc tests (Signif. codes: ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1). (Ab-
breviations used for reporting pairwise comparison:WithoutHeart-WithOwnHeart (W-O),WithoutHeart-WithNeighborHeart
(W-N), and WithOwnHeart-WithNeighborHeart (O-N))

explicitly stated that they least liked being distracted by the heart
display.

The issue that was stated most by participants (#13) as a potential
issue with the usage of a heart display was that one started to get
nervous once one felt that the heart beat was rising. When we
asked participants what potentials they saw with a tangible heart
display the most provided answer (#12) of participants was related
to health and improvement of body consciences followed by couple
therapy (#7).

When we asked participants about what they felt when they
held their own heart beat the most stated answers were “it was
interesting to feel changes” and that “it felt faster than what they
would have expected”. Interestingly the answer that was provided
most by participants when we asked them about what they felt
when they held their “partners” heart beats they said something
like “one feels in competition with each other trying to have the
lower heart rate”, which explains why there has been a significant
result considering the “negative feelings” (often associated with
competitive feelings) construct, which is part of the social presence
module/questionnaire.

4 DISCUSSION
Hartmut Rosa [34] has argued that because of social acceleration
people seem to desire moments of resonance, which they search for
in mindfulness apps and doing practices such as yoga, digital detox,
etc. Unfortunately, he does not provide specifics about how one can
design or measure resonance. But it seems that exposing people to
natural stimuli can help [9] and isn’t a heart beat a natural stimuli?
However, most of our technology-enabled interactions are only
screen based. For about two decades Hiroshi Ishii [20] has criticized
the experiential qualities of such screen-based human-computer
interfaces as unfortunate and that: “one can not feel and confirm the
virtual existence of digital information through one’s hand and body”.
He argued that tangible interface designs will allow us, as humans
to experience digital information (with our bodies) in richer ways.

In our own past work, like many others in our community, we
also focussed on multimodality to improve performance, for ex-
ample in way finding [2] and to assist in communication between
different cultures and languages [3]. Today, we are more aware
than ever that modalities and related expressivity can also enable

wellbeing. With PiHearts we provided an example design that pro-
vides a user’s heart beat as a natural stimuli in real-time. Overall,
the study results support our stance to consider the human body
as living and multi modally sentient, with the abilities of implicitly
communicate and relate to its surrounding world. In this stance,
the human body can act as a living active antenna capable (and
maybe even driven) to establish resonance with the surrounding
world. In the following we discuss various results and observations
in a structured manner.

4.1 Experiencing oneself
We found that when the PiHearts displayed participants own heart
beats they reported significantly higher levels of immersion than
when their experience was not augmented with heartbeats. In gen-
eral, high levels of immersion is arguable a result of being in strong
relation to things or persons that one is engaging with. The utilized
questionnaire measures immersion by measuring interest in the
movie story and impressiveness of the experience. Consequently,
participants reported to be more “interested in the movie’s story”
and reported feeling more impressed when they watched a movie
while holding the PiHeart which displayed their own heart beats
in their hands.

4.1.1 Simulated resonance with oneself. It seems as if integrat-
ing one’s heart beat into the (movie watching) experience caused
participants to experience significantly higher levels of immersion
and maybe feeling less lost in other distant thoughts and chaos.
Our results could mean that there is a chance that feeding back
one’s heart beat “simulates social resonance” and thus reinforces
immersion. Put differently, experiencing once rhythmic heartbeat
through a tangible display seems to set a person in a state of im-
mersion, and maybe resonance and harmony, because one’s real
heart beat is in synchrony with what is being displayed. Bennet
et al. [4] have utilized the idea of resonance to explore harmonic
interaction with virtual pendulums making use of subliminal micro-
movements. Future work is needed to study the potential of heart
beats as design material to serve a similar purpose of harmony and
stabilization. Based on our study results, we are hopeful that this is
possible in other contexts and designs, and rhythmic patterns of
oneself if fed/looped back to users, will similar to the notion of an
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affective loop (e.g., [13, 15]) reinforce immersion and may support
experiences of (social) resonance and harmony.

4.1.2 Somaesthetics. It is not unusual for the inner workings of
the human body to be hidden from conscious awareness, allowing
users to perform tasks in a more efficient and automated, but often
mindless and self unaware manner. Our work is partially moti-
vated by Somaesthetics (e.g., [37]), a “theory” and interdisciplinary
field that among other things proposes to improve self-awareness
through somatic introspection (e.g., body scan exercises). With the
term soma an emphasis is put on the living body, which is becoming
increasingly important as tool in the design process [14] itself, and
fellow researchers are increasingly applying soma-based design as
a method to design and inspired critique (e.g., [8, 23, 39]).

Shusterman advocates improved self-awareness, including sensi-
tivity towards difficult to perceive behaviors, such as one’s heart’s
beating patterns, which are always there but tend to be in the back-
ground of a person’s awareness. Representations about oneself
have a fascinating pull and effect, possibly because most of our
senses (as argued by Shusterman) are directed towards the outside
and rarely we sense/meet our selves with the exception of using
mirrors or viewing media containing representations of our selves,
such as selfies. Heart displays can undoubtedly, bring the inner
workings of our bodies to the foreground for introspection, without
requiring any training or skill, and the tangible nature of displays
may increase the experiential qualities. Ultimately, one may have it
easier to become aware of one’s behavior and potentially regulate
the behavior, and be able to this even in an everyday situation, such
as watching a movie.

4.2 Experiencing the other
Results of the field study have also shown a significant effect on so-
cial presence when participants’ PiHearts displayed their partners’
heart beats.We found significant results for all three constructs mea-
sured by the presence module. Participants reported significantly
higher levels of (i) empathy (e.g., connection to their partners), (ii)
negative feelings (e.g., feelings associated with being in a compe-
tition), and (iii) behavioral involvement (e.g., believing that they
adapted to each other’s heart beats).

4.2.1 Experiences of resonance and alienation. Negative feelings
were measured by questions associated with feelings of jealousy
or “schadenfreude” (malicious delight), or revengefulness. All these
feelings seem associated with participants being competitive. In
the interviews, participants mentioned that they wanted their own
hearts to beat slower than their partners. Empathy is measured by
questions associated with feeling connected with the other, feeling
happy when the other is happy, or finding it enjoyable to be with
the other. Empathy and negative feelings are both sub-constructs
of psychological involvement. Ultimately, both (different kinds)
feelings were significantly influenced. Dynamics and variation in
the relationship between the pairs of users could be one expla-
nation. Another explanation could be that the tangible display
reinforced feelings of both, resonance and alienation. Feeling the
other person’s heartbeat could have provided at times feelings of
alienation, when the heart beat pattern of the other was not similar
to one-selves. We have experienced that when people experience a

tangible heart display, it may cause some irritation (or alienation)
in the beginning, because the thing seems “alive”. There could be
an undesired “uncanny valley” effect, which is a phenomenon well
known in human-robot interactions, which we did not explore
but which may foster feelings of alienation. But, of course such
“bodily background modalities” could in future enrich adaptive mul-
timodal human-robot interactions and affective expressions (e.g.,
[32, 33, 41]). Future work is needed to uncover details. Until then,
it is important that devices, such as the PiHeart need to be used
with care because there is potential foster undesired alienation.

Participants also reported significantly higher levels for behav-
ioral involvement when experiencing the other person’s heart beats.
Behavioral involvement is measured by statements, such as that
one’s actions depended on the other person’s actions, and that
what one did affected the other. Essentially, behavioral involve-
ment is about agency and effectiveness in a reciprocal interaction
setting. Hartmut Rosa argues that digitalization is increasing our
effectiveness, which is an important aspect for feeling resonance,
but digitalization can also increase feelings of ineffectiveness (e.g.,
when a mobile’s battery is down).

4.2.2 Social Somaesthetics. The human body, or soma, is not
only a living tool, which has the potential to provide rich self-
directed experiences, such as taste and smell. It is a “face” that we
utilize in social interaction. We perform self-styling, self-fashioning,
self-presentation to be perceived as young, cool, beautiful, strong,
intelligent, educated, etc. The social setting and the habit of self-
presenting may have been a cause for negative feelings. In the user
study, one could argue that the participants tried to self-present
themselves by trying to have a slow heart beat, which would be
associated with being calm, in control, and healthy. One could
also argue that we asked participants to perform a somaesthetic
practice directed towards someone else, such as amasseur providing
a massage, which is a category of practices [37].

4.3 Conclusion
In this paper we reported on research in designing and evaluating
embodied heart displays, which enable the perception of a person’s
heart beats as natural stimuli. We presented technical details of the
heart displays to allow replicability of the design. We also discussed
in detail the results of a field study with 30 pairs of participants eval-
uating the effects of using the displays during a mundane shared
everyday experience (i.e., watching movies together). We found, for
example, that participants report significantly higher levels of imag-
inative and sensory immersion when the tangible heart displays
display user’s own heart beats; and participants report significantly
higher levels for behavioral involvement when the tangible heart
displays display the other person’s heart beats. We have both mo-
tivated our research and theoretically grounded it by referring to
(i) Somaesthetics as an increasingly interdisciplinary field, which
addresses the various uses of the human body and (ii) resonance
theory as a modern theory to explain and discuss the effects of us-
ing tangible heart displays on social user experiences. We hope that
our research will inspire fellow researchers to explore how physi-
ological (and rhythmic) data can serve as an additional modality
and natural stimuli to enrich future multimodal interactions.



PiHearts ICMI ’20, October 25–29, 2020, Virtual event, Netherlands

REFERENCES
[1] Ilhan Aslan, Hadrian Burkhardt, Julian Kraus, and Elisabeth André. 2016. Hold

My Heart and Breathe with Me: Tangible Somaesthetic Designs. In Proceedings of
the 9th Nordic Conference on Human-Computer Interaction (NordiCHI ’16). ACM,
New York, NY, USA, Article 92, 6 pages. https://doi.org/10.1145/2971485.2996727

[2] Ilhan Aslan and A. Krüger. 2004. The Bum Bag Navigator (BBN): an advanced
pedestrian navigation system. In UbiComp Workshop on Artificial Intelligence in
Mobile Systems, AIMS 2004, September, 7-10, 2004, Nottingham, UK. 15 – 19.

[3] Ilhan Aslan, Feiyu Xu, Hans Uszkoreit, Antonio Krüger, and Jörg Steffen. 2005.
COMPASS2008: Multimodal, multilingual and crosslingual interaction for mobile
tourist guide applications. In International Conference on Intelligent Technologies
for Interactive Entertainment. Springer, 3–12.

[4] Peter Bennett, Stuart Nolan, Ved Uttamchandani, Michael Pages, Kirsten Cater,
and Mike Fraser. 2015. Resonant Bits: Harmonic Interaction with Virtual Pen-
dulums. In Proceedings of the Ninth International Conference on Tangible, Em-
bedded, and Embodied Interaction (TEI ’15). ACM, New York, NY, USA, 49–52.
https://doi.org/10.1145/2677199.2680569

[5] Virginia Braun and Victoria Clarke. 2006. Using thematic analysis in psychology.
Qualitative Research in Psychology 3, 2 (2006), 77–101.

[6] Chi Tai Dang and Elisabeth André. 2010. Surface-poker: Multimodality in Table-
top Games. In ACM International Conference on Interactive Tabletops and Surfaces
(ITS ’10). ACM, New York, NY, USA, 251–252. https://doi.org/10.1145/1936652.
1936701

[7] Chi Tai Dang, Ilhan Aslan, Florian Lingenfelser, Tobias Baur, and Elisabeth
André. 2019. Towards Somaesthetic Smarthome Designs: Exploring Potentials
and Limitations of an Affective Mirror. In Proceedings of the 9th International
Conference on the Internet of Things (IoT 2019). ACM, New York, NY, USA, Article
22, 8 pages. https://doi.org/10.1145/3365871.3365893

[8] Sara Eriksson, Kristina Höök, Richard Shusterman, Dag Svanes, Carl Unander-
Scharin, and Åsa Unander-Scharin. 2020. Ethics in Movement: Shaping and Being
Shaped in Human-Drone Interaction. In Proceedings of the 2020 CHI Conference
on Human Factors in Computing Systems. 1–14.

[9] Margaret M Hansen, Reo Jones, and Kirsten Tocchini. 2017. Shinrin-yoku (forest
bathing) and nature therapy: A state-of-the-art review. International journal of
environmental research and public health 14, 8 (2017), 851.

[10] Daniel Harley, Aneesh P. Tarun, Daniel Germinario, and Ali Mazalek. 2017. Tan-
gible VR: Diegetic Tangible Objects for Virtual Reality Narratives. In Proceedings
of the 2017 Conference on Designing Interactive Systems (DIS ’17). ACM, New York,
NY, USA, 1253–1263. https://doi.org/10.1145/3064663.3064680

[11] Mariam Hassib, Daniel Buschek, Paweł W Wozniak, and Florian Alt. 2017.
HeartChat: Heart rate augmented mobile chat to support empathy and awareness.
In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems.
2239–2251.

[12] Monika Hoinkis. 2012. Herzfassen: A Responsive Object. In CHI ’12 Extended
Abstracts on Human Factors in Computing Systems (CHI EA ’12). ACM, New York,
NY, USA, 975–978. https://doi.org/10.1145/2212776.2212364

[13] Kristina Höök. 2009. Affective loop experiences: designing for interactional
embodiment. Philosophical Transactions of the Royal Society B: Biological Sciences
364, 1535 (2009), 3585–3595.

[14] Kristina Höök. 2018. Designing with the body: somaesthetic interaction design.
MIT Press.

[15] Kristina Höök, Martin Jonsson, Anna Ståhl, Jakob Tholander, Toni Robertson,
Patrizia Marti, Dag Svanaes, Marianne Graves Petersen, Jodi Forlizzi, Thecla
Schiphorst, Katherine Isbister, Caroline Hummels, Sietske Klooster, Lian Loke,
and George Poonkhin Khut. 2016. Move to Be Moved. In Proceedings of the 2016
CHI Conference Extended Abstracts on Human Factors in Computing Systems (CHI
EA ’16). ACM, New York, NY, USA, 3301–3308. https://doi.org/10.1145/2851581.
2856470

[16] Noura Howell, Laura Devendorf, Rundong Tian, Tomás Vega Galvez, Nan-Wei
Gong, Ivan Poupyrev, Eric Paulos, and Kimiko Ryokai. 2016. Biosignals as
social cues: Ambiguity and emotional interpretation in social displays of skin
conductance. In Proceedings of the 2016 ACM Conference on Designing Interactive
Systems. 865–870.

[17] Noura Howell, Greg Niemeyer, and Kimiko Ryokai. 2019. Life-Affirming Biosens-
ing in Public: Sounding Heartbeats on a Red Bench. In Proceedings of the 2019
CHI Conference on Human Factors in Computing Systems (CHI ’19). ACM, New
York, NY, USA, Article 680, 16 pages. https://doi.org/10.1145/3290605.3300910

[18] Yu-Chun Huang and Chung-Hay Luk. 2015. Heartbeat Jenga: A Biofeedback
Board Game to Improve Coordination and Emotional Control. In Design, User Ex-
perience, and Usability: Interactive Experience Design, AaronMarcus (Ed.). Springer
International Publishing, Cham, 263–270.

[19] WA IJsselsteijn, YAW De Kort, and Karolien Poels. 2013. The game experience
questionnaire. Eindhoven: Technische Universiteit Eindhoven (2013).

[20] Hiroshi Ishii. 2008. Tangible bits: beyond pixels. In Proceedings of the 2nd inter-
national conference on Tangible and embedded interaction. ACM, xv–xxv.

[21] Joris H Janssen, Jeremy N Bailenson, Wijnand A IJsselsteijn, and Joyce HDM
Westerink. 2010. Intimate heartbeats: Opportunities for affective communication

technology. IEEE Transactions on Affective Computing 1, 2 (2010), 72–80.
[22] J Kabat-Zinn. 2003. Mindfulness-based stress reduction: Past, present, and future.

Clin Psychol Sci Pract (2003).
[23] Joseph La Delfa, Mehmet Aydin Baytas, Rakesh Patibanda, Hazel Ngari, Ro-

hit Ashok Khot, and Florian’Floyd’ Mueller. 2020. Drone Chi: Somaesthetic
Human-Drone Interaction. In Proceedings of the 2020 CHI Conference on Human
Factors in Computing Systems. 1–13.

[24] Fannie Liu, Laura Dabbish, and Geoff Kaufman. 2017. Supporting social interac-
tions with an expressive heart rate sharing application. Proceedings of the ACM
on Interactive, Mobile, Wearable and Ubiquitous Technologies 1, 3 (2017), 1–26.

[25] Fannie Liu,Mario Esparza,Maria Pavlovskaia, GeoffKaufman, Laura Dabbish, and
Andrés Monroy-Hernández. 2019. Animo: Sharing Biosignals on a Smartwatch
for Lightweight Social Connection. Proceedings of the ACM on Interactive, Mobile,
Wearable and Ubiquitous Technologies 3, 1 (2019), 1–19.

[26] Fannie Liu, Geoff Kaufman, and Laura Dabbish. 2019. The Effect of Expres-
sive Biosignals on Empathy and Closeness for a Stigmatized Group Member.
Proceedings of the ACM on Human-Computer Interaction 3, CSCW (2019), 1–17.

[27] Lian Loke, George Poonkhin Khut, and A. Baki Kocaballi. 2012. Bodily Experi-
ence and Imagination: Designing Ritual Interactions for Participatory Live-art
Contexts. In Proceedings of the Designing Interactive Systems Conference (DIS ’12).
ACM, New York, NY, USA, 779–788. https://doi.org/10.1145/2317956.2318073

[28] Lian Loke and Toni Robertson. 2013. Moving and Making Strange: An Embodied
Approach to Movement-based Interaction Design. ACM Trans. Comput.-Hum.
Interact. 20, 1, Article 7 (2013).

[29] Remco Magielse and Panos Markopoulos. 2009. HeartBeat: An Outdoor Pervasive
Game for Children. In Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems (CHI ’09). ACM, New York, NY, USA, 2181–2184. https:
//doi.org/10.1145/1518701.1519033

[30] Claudia Núñez Pacheco and Lian Loke. 2014. Aesthetic Resources for Technology-
mediated Bodily Self-reflection: The Case of Eloquent Robes. In Proceedings
of the 26th Australian Computer-Human Interaction Conference on Designing
Futures: The Future of Design (OzCHI ’14). ACM, New York, NY, USA, 1–10. https:
//doi.org/10.1145/2686612.2686613

[31] Ivan Nyklíček and Karlijn F Kuijpers. 2008. Effects of mindfulness-based stress
reduction intervention on psychological well-being and quality of life: is increased
mindfulness indeed the mechanism? Annals of Behavioral Medicine 35, 3 (2008),
331–340.

[32] Hannes Ritschel, Ilhan Aslan, Silvan Mertes, Andreas Seiderer, and Elisabeth An-
dré. 2019. Personalized synthesis of intentional and emotional non-verbal sounds
for social robots. In 2019 8th International Conference on Affective Computing and
Intelligent Interaction (ACII). IEEE, 1–7.

[33] Hannes Ritschel, Ilhan Aslan, David Sedlbauer, and Elisabeth André. 2019. Irony
man: augmenting a social robot with the ability to use irony in multimodal
communication with humans. In Proceedings of the 18th International Conference
on Autonomous Agents and MultiAgent Systems. 86–94.

[34] Hartmut Rosa. 2019. Resonance: a sociology of our relationship to the world. John
Wiley & Sons.

[35] Shauna L Shapiro, John A Astin, Scott R Bishop, and Matthew Cordova. 2005.
Mindfulness-based stress reduction for health care professionals: results from a
randomized trial. International Journal of Stress Management 12, 2 (2005), 164.

[36] Maxine Sheets-Johnstone. 1999. The primacy of movement. John Benjamins Pub.
[37] Richard Shusterman. 2012. Thinking through the body: Essays in somaesthetics.

Cambridge University Press.
[38] Petr Slovák, Joris Janssen, and Geraldine Fitzpatrick. 2012. Understanding Heart

Rate Sharing: Towards Unpacking Physiosocial Space. In Proceedings of the SIGCHI
Conference on Human Factors in Computing Systems (CHI ’12). Association for
Computing Machinery, New York, NY, USA, 859–868. https://doi.org/10.1145/
2207676.2208526

[39] Paul Tennent, Joe Marshall, Vasiliki Tsaknaki, Charles Windlin, Kristina Höök,
and Miquel Alfaras. 2020. Soma Design and Sensory Misalignment. In Proceedings
of the 2020 CHI Conference on Human Factors in Computing Systems. 1–12.

[40] Wouter Walmink, Danielle Wilde, and Florian ’Floyd’ Mueller. 2013. Displaying
Heart Rate Data on a Bicycle Helmet to Support Social Exertion Experiences.
In Proceedings of the 8th International Conference on Tangible, Embedded and
Embodied Interaction (TEI ’14). ACM, New York, NY, USA, 97–104. https://doi.
org/10.1145/2540930.2540970

[41] Klaus Weber, Hannes Ritschel, Ilhan Aslan, Florian Lingenfelser, and Elisabeth
André. 2018. How to shape the humor of a robot-social behavior adaptation
based on reinforcement learning. In Proceedings of the 20th ACM International
Conference on Multimodal Interaction. 154–162.

[42] Julia Werner, Reto Wettach, and Eva Hornecker. 2008. United-pulse: Feeling Your
Partner’s Pulse. In Proceedings of the 10th International Conference on Human
Computer Interaction with Mobile Devices and Services (MobileHCI ’08). ACM, New
York, NY, USA, 535–538. https://doi.org/10.1145/1409240.1409338

[43] John Zimmerman, Jodi Forlizzi, and Shelley Evenson. 2007. Research Through
Design As a Method for Interaction Design Research in HCI. In Proc. of (CHI ’07).
ACM, New York, NY, USA, 493–502.

https://doi.org/10.1145/2971485.2996727
https://doi.org/10.1145/2677199.2680569
https://doi.org/10.1145/1936652.1936701
https://doi.org/10.1145/1936652.1936701
https://doi.org/10.1145/3365871.3365893
https://doi.org/10.1145/3064663.3064680
https://doi.org/10.1145/2212776.2212364
https://doi.org/10.1145/2851581.2856470
https://doi.org/10.1145/2851581.2856470
https://doi.org/10.1145/3290605.3300910
https://doi.org/10.1145/2317956.2318073
https://doi.org/10.1145/1518701.1519033
https://doi.org/10.1145/1518701.1519033
https://doi.org/10.1145/2686612.2686613
https://doi.org/10.1145/2686612.2686613
https://doi.org/10.1145/2207676.2208526
https://doi.org/10.1145/2207676.2208526
https://doi.org/10.1145/2540930.2540970
https://doi.org/10.1145/2540930.2540970
https://doi.org/10.1145/1409240.1409338

	Abstract
	1 Introduction
	1.1 Related Work

	2 PiHearts
	2.1 Hardware
	2.2 Software

	3 Field Study
	3.1 Participants and Apparatus
	3.2 Procedure
	3.3 Results
	3.4 Analysis of the semistructured interviews

	4 Discussion
	4.1 Experiencing oneself
	4.2 Experiencing the other
	4.3  Conclusion

	References


 
 
    
   HistoryItem_V1
   AddMaskingTape
        
     Range: all pages
     Mask co-ordinates: Horizontal, vertical offset 38.13, 720.08 Width 530.31 Height 21.66 points
     Origin: bottom left
      

        
     1
     0
     BL
    
            
                
         2
         AllDoc
         20
              

       CurrentAVDoc
          

     38.127 720.0786 530.3121 21.663 
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2 2.0
     Quite Imposing Plus 2
     1
      

        
     8
     9
     8
     9
      

   1
  

 HistoryList_V1
 qi2base



